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Sound is a prominent element in the communication of humans with their environment. It
can be either in an organized form, e.g., speech or music, or in a non—organized form, i.e.,
Sound Events (SEs). There are many studies focusing on emotion recognition from music
content, but the research on emotion recognition from SEs is a rather new field. This works
falls within this field and concludes that the rhythmic characteristics of an SE have a major
impact on the listener’s arousal. This result verifies the empirical knowledge that the rhythm
of sound affects the listener’s activation state. Moreover, we also investigate whether the above
characteristics also affect the pleasure of the listener. Toward this aim, we have utilized a well
known data set of emotionally annotated SEs, extracted various rhythm-related technical cues,
and conducted a series of machine learning experiments. The overall results indicate a relation
of the rhythm and listener’s valence with accuracy results reaching up to 63%.

1 INTRODUCTION

Humans communicate with their environment through
various sense channels with the most prominent being the
visual and auditory ones. The latter does not require an
obstacle—free path between the source and the receiver. We
also keep receiving information through the auditory chan-
nel even when we are asleep. Stimuli transmitted over this
channel can be either organized in music or speech forms,
or not [6]. Sounds that do not demonstrate organized pat-
terns are usually termed as Sound Events (SEs) or general
sounds. These represent the majority of audio stimuli re-
ceived by humans [7].

SEs construct our acoustic environment [8]. They em-
anate from all surrounding sound sources and communi-
cate various attributes and parameters of the sound source
itself, for example its spatial position in respect to the re-
ceiver and the nature of the particular sound producing
mechanism. Such information helps listeners to perceive
close environs and particularly their relation to the sound
source. Consequently, it has a direct effect on their actions.
This source-listener relation is extensively employed and
exploited in various applications, including virtual and aug-
mented environments, movies, video games, and auditory
interfaces [7].
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Being a significant component of the above perceptual
process, emotion communication and elicitation through
the auditory channel is not a recent concept. The notion
that music conveys emotion is likely to be well spread and
employed in the early usage of music, i.e., the enhancement
of emotions elicited from speech [9]. Emotion recognition
from musical data is a recent and emerging research field
with applications mainly in content-based categorization
and retrieval [10, 11]. Different emotional models are em-
ployed in the aforementioned process with the most promi-
nent one being the arousal-valence (AV) space [6]. How-
ever, according to the authors’ current knowledge, most
works employing the AV space consider emotions as areas
defined within this space. They do not address the affective
state recognition problem, i.e., the recognition of arousal
and valence as distinct dimensions. Instead, they cluster
AV values under verbal descriptions of emotions without
a direct and quantitative relation and/or mapping process.
Although this approach yields accuracy that may reach up
to 90% [12, 10], it is restricted by the employed verbal
descriptions of emotions and potentially reduces the added
value of dimensional emotion models. For example, if four
different emotions are used in the recognition process, then
the obtained results account for these emotions alone and
not different combinations of the arousal and valence states
that correspond to these emotions. Moreover, a similar
work with synonym or similar verbal descriptions cannot be
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directly and freely compared to the aforementioned results.
This is a well known problem in research employing verbal
descriptions of emotions [13].

Since SEs are also elements of the audio communica-
tion channel, the research question of whether the general
sounds evoke emotions is intuitively risen and studied in re-
cent publications. Although such work is scarce and loosely
connected [14] there are reports of emotion recognition re-
sults from SEs that reach up to 89% accuracy regarding the
arousal of the listener [6]. Additionally, a recent work pub-
lished by the authors proposes an extension of the Acoustic
Ecology term in order to include the affective reactions
of the listener [7]. Nevertheless and according to the au-
thors’ best of knowledge, there are no published investi-
gations that regard solely the recognition of valence from
SEs. Combined with arousal recognition, valence identi-
fication can offer a complete emotional recognition from
SEs and thus possibly allow affective-driven synthesis of
generalized SEs. Such a synthesis approach can be utilized
in various applications (including sound design for gaming
environments) in order to enhance the user experience by
selectively eliciting specific affective states to the human
listener.

The work at hand represents an extension of previously
published research that originally outlined the potential im-
pact of SEs rhythm related characteristics on specific com-
ponents of the human listener affective state [6]. In partic-
ular, this consideration was based on the fact that rhythm
in music is well and impulsively connected to the arousal
of the listener. As a consequence, the research scope of the
aforementioned work was limited to arousal only, conclud-
ing a similar arousal and rhythmic characteristics relation
trend in the case of generalized SEs. On the other hand, in
the current work, we aim to additionally address the ques-
tion whether rhythm also affects the valence affective di-
mension when the human listener is exposed to generalized
SEs. Obviously, this complementary research considera-
tion is necessary toward a complete and systematic explo-
ration of the potential relation between the SEs’ rhythmic
characteristics and the elicited listener’s emotions. Under
the above perspective, we hereby focus exclusively on the
valence dimension, probe the connection of rhythm with
listener’s valence, and deduce results on whether rhythm
characteristics of general sounds affect (or not) the elicited
pleasure of the listener. Clearly, a future combination of the
arousal and valence-related results is expected to signifi-
cantly enhance the state-of-the-art on emotion recognition
from SEs by providing the necessary foundations on the
relation of rhythm with emotion.

Toward the above aim a series of machine learning tests
was conducted, considering as ground truth the affective
annotated International Affective Digitized Sounds (IADS)
[1] data set. The rhythm characteristics are solely acoustic
cues extracted from raw digital audio signals. Additionally,
taking into account the previously reported interdependence
between listener arousal and valence that defines that it is
rather uncommon for a listener not to like (low valence) a
sound and not to feel aroused (low arousal) by it [1], we
also performed a set of experiments having as a feature the
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Fig. 1. An illustration of a typical emotion recognition from audio
data process.

arousal ratings of SEs in the employed sound corpus. The
obtained results on one hand indicate a clear enhancement
of accuracy ratings when arousal is also employed and, on
the other hand demonstrate that rhythm characteristics can
indeed have an effect on valence (although not a major one).

The rest of the paper is organized as follows. In Sec. 2 a
brief overview of the existing literature on emotion recog-
nition from SEs is included. Sec. 3 describes the employed
experimental procedure, followed by the obtained results
that are analytically presented in Sec. 4. A detailed discus-
sion of the results is performed in Sec. 5 and the paper is
concluded in Sec. 6.

2 EMOTION RECOGNITION FROM GENERAL
SOUND

Emotion recognition from SEs is mainly a machine learn-
ing task [15]: from a ground truth data corpus a set of
characteristics is initially extracted. Then, based on a se-
lected affective model, an emotional annotation task is per-
formed. Finally, a recognition model is built. This process
is illustrated in Fig. 1. Clearly, the key-requirements for
recognizing emotions from the SEs process is the avail-
ability of affectively annotated SEs data sets, the definition
of specific emotional classes employed (which are directly
connected with the emotional model employed), and the
selection of the appropriate features that will be extracted
from the sound corpus.

Next, we will present a brief overview of the existing
and available data sets with emotionally annotated SEs,
the affective models that are used mainly in sound and
music emotion recognition, and summarize the outcomes
of published works in the field of emotion recognition from
SEs.
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2.1 Emotionally Annotated SE Data Sets

In the literature one can find only three freely available
data sets with emotionally annotated SEs. In brief, two of
them consist of single channel (monophonic) audio data,
while the third one incorporates binaurally processed SEs.

More specifically, the IADS data set [1] represents the
first available data set with affective annotated general
sounds. It consists of 167 SEs having the same time—length
(6 seconds), with various sampling frequencies ranging
from 8 to 44.1 kHz. The contained audio waveforms have
diverse semantic content and are created using a variety of
sound sources. For each of the incorporated 167 SEs, three
affective state annotations are provided (for the arousal, va-
lence, and dominance affective components respectively).
Each of them is represented by its mean and the standard
deviation value. Every SE in the IADS data set has been
annotated by approximately 100 human subjects [1]. IADS
is the only available SE data set that provides such vast
annotations per SE.

Based on these subjective annotations, it was reported
that low valence values are not likely to be combined with
low arousal. This is due to the fact that one is unlikely to feel
unpleasant (low valence) and at the same time tranquil (low
arousal) when this condition is elicited by a sound stimulus
[1]. The above fact can be depicted from the scatter plot of
the arousal and valence values of the TADS sound corpus
shown in Fig. 2.

Recently a new data set was also presented consisting
of 360 monophonic SEs, the Emotional Sound Database
(ESD) [16]. All audio data were retrieved by the on-
line database of FindAllSounds!, having semantic content
from the categories of animals, musical instruments, nature,
noisemakers, people, sports, tools, and vehicles. The data
were annotated by four persons and the annotations were
processed using the evaluation weighter estimator [17], in
order to increase their robustness due to the small amount
of annotators employed. The utilized affective states were
arousal and valence. SEs in the ESD data set have variable
time—lengths and sampling frequencies.

In [18] the authors presented a binaural data set with
emotionally annotated SEs. This is the only data set with
binaural emotionally annotated SEs and was based on the
IADS data set, from which 32 monophonic general sounds
were included. Each one was binaural rendered and spa-
tially positioned in five different angles on the horizontal
plane (0, 45, 90, 135, and 180 degrees). This process re-
sulted in a data set with 160 SEs (i.e., 32 SEs for each of the
aforementioned five angles). Due to the immediate relation
to the IADS data set, all SEs in the BEADS sound corpus
have the same technical characteristics as the ones in the
TADS data set.

2.2 Models of Emotions

Affective models can be classified into two abstract cat-
egories: (a) discrete and (b) continuous [19]. The former
includes models that use discrete labels/values for each
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emotion they incorporate. The most common way for im-
plementing a discrete model is the utilization of verbal de-
scriptions for emotions. Such models are the basic emotions
set and the list of adjectives [2].

The basic emotions set was based on the concept that
there is a set of emotions that can be accounted as the
primary emotions from which all other emotions can be
constructed. These emotions are “Fear,” “Anger,” “Happi-
ness,” and “Sadness.” The basic hypothesis of this model
was thoroughly questioned by [20], and it seems that this
model is not frequently employed in audio emotion recog-
nition works but is usually utilized by neurological works
on emotion recognition, due to the immediate relation of
parts and areas of the brain with emotion in this model [21,
22]. The list of adjectives, on the other hand, employs a
number of synonym sets in order to describe various emo-
tions. It was proposed by [2] where the number of synonym
sets was eight. There are variations of this model in which
a different number of sets is utilized, e.g., 13 [3, 23]. Fig. 3
is an illustration of the list of adjectives model with eight
groups of synonyms.

Discrete emotions models can be regarded as the first
employed ones, since the basic emotions model can be
traced back from the Darwin era [24, 25]. However, due to
the utilization of verbal descriptions of emotions, there is
a tendency for inconsistency between different published
works. For example, there are a few words that can be
used interchangeably for declaring that someone is feeling
happy but they can also mean a different emotional state
like “Cheerful/Happiness,” “Joy/Enjoyment.” This fact in-
troduces an inconsistency and noise when someone wants
to compare results from different research [13].

The second category of emotions models (i.e., the dimen-
sional ones) can be considered as an answer to this hurdle.
In this category the models do not represent emotions as
words. Instead, they utilize a set of components of emo-
tions, i.e., emotional states, and a geometrical space whose
number of dimensions is equal to the amount of affective
components used. The resultant of the emotional states in
this space is the targeted emotion and can be later described
by a word corresponding to the appropriate emotion.

Such models usually employ a basic set of two com-
ponents: (a) the activation, termed as arousal and (b) the
pleasure, termed as valence. Although there are more di-
mensions proposed in the literature, such as the dominance,
the 2D space with arousal and valence are preferred and
are considered to be the most universal [26]. Fig. 4 is an
illustration of a 2D space with arousal and valence. Mod-
eled emotions correspond to particular areas of this space.
Clearly, the correspondence with the verbal descriptions of
emotions is performed by clustering the values in the afore-
mentioned space. This approach is widely used in work
focused on audio/music emotion recognition [7].

2.3 Emotion Recognition from Sound Events

There are few published works concerned with emo-
tion recognition from general sounds. Lately, the Affective
Acoustic Ecology concept was introduced as an expansion
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of the legacy Acoustic Ecology, which aims to provide the
foundations for efficiently describing the inherent relation
between sound and human listener emotions. Its key ele-
ment is the SE itself, defined as a complex data structure
consisting of the sound waveform, and multiple other at-
tributes related to the SE, such as the spatial position of the
sound source and the SE duration among others [7].

Additionally, in [6] an investigation was performed on
the relation between rhythm characteristics of SEs and
the induced arousal with accuracy results up to 89%. The
IADS data set was utilized and several low level acous-
tic cues were selected for calculating their variation as the
SEs were reproduced. Window lengths for signal segmen-
tation ranged from 0.8 to 2 seconds with 0.2% overlap. Ma-
chine learning algorithms included Artificial Neural Net-
works and Logistic Regression. Furthermore, in [16] emo-
tion recognition from general sounds yielded to correlation
coefficient values of approximately 0.6% for arousal and
0.5 for valence. The data set employed for this research is
the ESD described above, while several low level audio fea-
tures were utilized. The machine learning algorithms used
were the well-known REPTree [27] and Random Forests
[28].

From the above literature overview it is evident that the
potential relation of SEs rhythmic characteristics and the
elicited listener’s valence is not yet considered. An investi-
gation toward this relation would provide concluding find-
ings for the overall connection of rhythm and emotion,
regarding SEs. In this paper we aim to provide a basis for
exploring and outlining this relation by extending our pre-
vious work that correlates rhythm-related characteristics
and arousal [6]. We particularly try to address the question
whether the rhythm characteristics of an SE have an impact
on the listener’s pleasure. We conform with the majority
of the published works related to emotion recognition from
audio in general by employing the AV space and popular
machine learning algorithms. To this aim, we followed the
same procedure as in [6] and focused on valence recognition
instead of arousal. The results of the present work may al-
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low and support any further analysis of arousal and valence
recognition in order to provide the fundamental framework
for delivering efficient SE synthesis engines driven by target
emotions.

3 EXPERIMENTAL PROCEDURE

In order to investigate the relation between the rhythm
characteristics of an SE and the listener’s valence we con-
ducted a series of machine learning experiments. The ex-
perimental process followed can be divided in three basic
tasks: (a) data pre—processing, (b) sound technical features
extraction, and (c) machine learning tests. During the pre—
processing stage, the utilized data sets were constructed
from the original TADS data set. Consequently, the fea-
ture extraction process was performed, producing several
rhythm-related features for each of the constructed data sets.
Then, for the training process the extracted features along
with the emotional annotations from the IADS data set were
passed as inputs to the used machine learning algorithms
and several models were produced. In the evaluation/testing
sequence, these models with the extracted features and the
emotional annotations were utilized and the classification
results for each model were provided. A graphical repre-
sentation of the followed experimental process is illustrated
in Fig. 5. In the following subsections each of these steps
are analytically presented.

3.1 IADS Data Set Pre-Processing

As it was mentioned previously, the IADS data set was
used as the original sound corpus. It consists of 167 emo-
tionally annotated SEs, with different dB Full-Scale (dBFS)
values. The semantic content of the data set varies from ev-
eryday human activities, e.g., walking, whistling, chatting,
etc., to emergency human reactions, animal sounds, me-
chanical sounds, and explosions. The emotional annotation
of the data set was performed using the Self Assessment
Manikin (SAM) method including also intermediate states
between the original SAM’s figures. The available annota-
tion values, including these intermediate states, are 9, with
1 representing the lowest and 9 the highest rating. Figs. 6
and 7 illustrate the original SAM figures (i.e., without the
intermediate states) for arousal and valence respectively
[1].

In order to utilize a homogeneous data corpus in terms
of energy, we normalized all SE waveforms to 0 dBFS.
This choice was made in order to eliminate potential de-
pendencies between valence and the SE energy/loudness.
Moreover, the sampling frequencies of the audio data were
not altered in order not to introduce artificially produced
samples in the data set. Furthermore, in order to investigate
the fluctuation in time of the rhythm characteristics, each
SE in the utilized data set was segmented and all techni-
cal characteristics were extracted from the resulting frames
of each SE. Seven different time lengths for frames, #,,[i],
were employed with values #,,;[i] = [0.8, 2] seconds, i € [1,
7], and with and increment step of 0.2 seconds. This pro-
cess led to seven different data sets, one for each frames’
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Table 3. Statistical measures employed with their corresponding

time length indices
Dataset index (i) Frames’ time length (secs) Measure index (z) Statistical Measure
1 0.8 1 Mean (M)
2 1.0 2 Standard deviation (STD)
3 1.2 3 Gradient mean (GM)
4 1.4 4 Gradient STD (GSTD)
5 1.6 5 Skewness (SKW)
6 1.8 6 Kurtosis (KURT)
7 2.0
Table 4. The features in each R; ,/
Table 2. Extracted features
Num. i zZ Num i z
Feature index (/') Extracted Feature
1 1 1 18 4 5
1 Beat spectrum 2 1 2 19 4 6
2 Onsets 3 1 3 20 5 1
3 Tempo 4 1 4 21 5 2
4 Fluctuation 5 1 5 22 5 3
5 Event density 6 1 6 23 5 4
6 Pulse clarity 7 2 1 24 5 5
8 2 2 25 5 6
9 2 3 26 6 1
time length. More specifically, if the initial IADS data set 10 2 4 27 6 2
is defined as S,[n], x € [1, 167] and n the samples for each }; % g ;g g i
SE, then the normalization process was: 13 3 1 30 6 5
_ 14 4 1 31 6 6
Syln] = f(S:[n]), x € [1, 167] M 15 4 2 32 Arousal
where f(y) is the normalization function applied for each %,6/ i i 33 Valence

Sy[n], Sy/[n] is the normalized version of the original IADS
data set, and n is the samples of each SE. Consequently, each
S,/[n] was segmented in frames with time length equal to
tylil, i € [1, 7], and overlap of 20%. Thus, for each S, [n]
the set of segments S; ,» was created, where i is the index
of the segments’ length according to #,,[i] and x’ is the
index of the signal Sy/[n]. At each segment in S;, the
hamming window function was applied. The resulting sets
of segments with their index (i) and their corresponding
frames’ time lengths are shown in Table 1.

For the final data set, valence and arousal values for each
SE (denoted here as E[x']—see below), were clustered in
two classes, C; and C;: one for denoting valence/arousal
values above the mean state (C,), and one for denoting
values below the mean state (C;). The value of 5 was con-
sidered as the mean state, taking into account the method
employed for the emotional annotation of the IADS data set
[1]. The final SE data set components S l’x were constructed
from the S; .+ and the corresponding IADS emotional an-
notations E[x'] as:

St v =1{Six, EIX'T i € [1, 71, x" € [1, 167] @

where E[x'] = {A[x'], V[X']} and A[x'] and V[x'] are the
arousal and valence class values respectively for the x'—
index SE. The distribution of SEs in arousal and valence
classes is summarized in Fig. 8.

3.2 Feature Extraction

For each segment of Sl-/.x, a set of features, F[i'] was
extracted. These features are listed in Table 2 and are all
considered to be rhythm-related ones [6].
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All F;» were extracted using the MIR Tollbox [29]. Thus,
for each segment in S; , a curve showing the fluctuation
of each F[i'] could be drawn if the values for each F[i']
were plotted against the segments in S; .. In order to (a)
describe this curve as closely as possible, (b) not to loose
the information about the fluctuation of each F[i'] with
the advance of segments, and (c) obtain one value and,
consequently, reduce the amount of dimensions for the latter
machine learning process, for each F[i'], a set of statistical
measures was used. These measures, M[z], are shown in
Table 3.

In particular, for each S} , the set of features F[i'] was
extracted from S;, . This process yields a set of results
according to t,,[i], where the latter affected the amount
of segments for each x’. Thus, for each i, a different set of
resulting values was obtained for each F[i'], denoted here as
Rivi, i €[1,7], x' €[, 167] and i’ € [1, 6]. For each
i’ and for each F[i'], and where applicable, the statistical
measure M[z] was calculated resulting in the final data set
of R; . Finally, each of R; , contained the features shown
in Table 4.

From the R; , two sets were constructed in order to be
used in the following machine learning process. One with-
out the feature with number 32 in R;, and one with it,
named henceforth R; ., and R}, respectively. The latter set
was utilized in order to employ the connection between
valence and arousal values in SE perception, as presented
in the IADS report, where it was stated that a listener is
more likely to experience high activation, i.e., high arousal,
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when listening to something that he does not like, i.e., low
valence [1]. Thus, this investigation allows for the inclu-
sion of previous findings from arousal recognition from
rhythm related characteristics [6] in order to enhance va-
lence recognition.

3.3 Machine Learning Tests

During the machine learning tests, a number of well—
known classification algorithms was employed for valence
prediction. For comparative purposes, and motivated by the
lack of related work on predicting valence provoked by this
specific type of audio input, these algorithms were chosen
to cover a wide range of learning approaches, i.e., statistical,
tree-based, and geometrical. All of the tests were conducted
using the functionality of the WEKA environment.>

In particular, the employed algorithms acted as stand-
alone classifiers that varied from simple decision stumps,
fast decision trees (RepTree), the pruned C4.5 decision tree
induction algorithm [30] with a confidence factor of 0.25
and logistic regression, to more sophisticated ones like Sup-
port Vector Machines [31] (with a first degree polynomial
kernel function and the Sequential Minimal Optimization
(SMO) algorithm [32] for training the classifier), as well

2 www.cs.waikato.ac.nz/ml/weka
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as ensemble learning schemata. The latter include Bag-
ging (with a 100% bag size and the SMO chosen as base
classifie—set with the aforementioned parameters) and
AdaBoost [33], again with SMO as the base classifier. Both
R; . and R/, sets were used with the employed algorithms
and the models built were validated using 10-fold stratified
cross validation.

4 RESULTS

This section presents the results obtained by the previ-
ously presented machine learning tests. For each algorithm
employed, the recall and precision values per class are listed
along with the accuracy and root mean square error. All val-
ues are for both R} , and R}, data sets. Due to the nature of
the obtained results the Tables included in this section were
chosen to portray the obtained values in order also to pro-
vide the full results list. Thus, Tables 5 and 6 show the recall
and precision values per class, for all the utilized algorithms
and for the data sets R; , and R}, respectively. Highlighted
columns in these Tables are the ones with the highest value
of precision and recall for each i and each class. In addi-
tion, the same information is illustrated in Fig. 9a to 9d for
reader’s convenience and faster comparison of values.

J. Audio Eng. Soc., Vol. 63, No. 3, 2015 March
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Table 5 . Recall (R) and precision (P) values per class(C; and C,) for the R;,x’ data set and for all employed algorithms. Grey cells are
the ones with the highest values per class and “D. Stump” stands for “Decision Stump.”

Ada Boost Bagging D. Stump C4.5 SVM RepTree SMO
C G C G, C &) C C; C G C, (&) C G,
i = 1 (window length = 0.8 seconds)

R 0558 0568 0616 0556 0512 0556 0512 0494 0535 0519 0709 0284 0523  0.593
P 0578 0548 0596 0577 0550 0.517 0518 0488 0.541 0512 0513 0479  0.577  0.539
i = 2 (window length = 1.0 seconds)

R 0640 0543 0.616 0469 0.593 0420 0.802 0.235 0.628 0.556 0.791 0321 0.640 0.519
P 0598 0587 0552 0535 0520 0493 0527  0.528 0.600 0.584 0.553 0.591 0.585 0.575
i = 3 (window length = 1.2 seconds)

R 0.628 0457 0.628 0457 0.605 0494 0488 0.531 0.616 0.506 0.651 0.395 0.640 0.469
P 0551 0536 0551 0536 0559 0541 0525 0494 0570 0554 0533 0516 0.561  0.551
i = 4 (window length = 1.4 seconds)

R 0581 0494 0547 0.519 0512 0444  0.674 0395 0535 0506  0.709 0.358 0523 0.519
P 0549 0526 0547 0519 0494 0462 0542 0533 0535 0506 0540 0.537 0536 0.506
i =5 (window length = 1.6 seconds)

R 0593 0.617 0616 0556 0570 0.741 0547 0.654 0581 0.531 0686 0.556 0.605 0.580
P 0622 0588 059 0.577 0.700 0.619 0.627 0576 0.568 0.544 0.621 0.625 0.605 0.580
i = 6 (window length = 1.8 seconds)

R 0.628 0.617 0558 0.531 0488 0.802 0.430 0.667 0.593 0.556 0.535 0.691 0.628 0.617
P 0635 0610 0558 0531 0.724 0.596 0578 0.524 0586 0.563 0.648 0.583 0.635 0.610
i = 7 (window length = 2.0 seconds)

R 0593 0543 0616 0531 0279 0.765 0.523 0.519 0.581 0.568 0.640 0444 0.558 0.568
P 0580 0.557 0582 0.566 0558 0.500 0.536 0506 0.588 0.561 0.550 0.537 0.578 0.548

Additionally, Figs. 10a to 10b illustrate the accuracy and
root mean square error for all algorithms and data sets

utilized.

5 DISCUSSION

The following discussion is organized based on two dis-
crete conceptual layers. The first one is obvious and cor-

responds to the global particular aim of this work, i.e., the
exploration of the potential relation between the rhythmic

characteristics of SEs on the listener’s valence. The con-
sideration of the second discussion layer originates from
the need to validate the results obtained using different ma-
chine learning strategies. This approach is widely accepted

between the members of the audio emotion recognition
community, aiming to provide evaluation strategy indepen-

Table 6 . Recall (R) and precision (P) values per class(C; and C,) for the R, data set and for all employed algorithms. Grey cells are
the ones with the highest values per class and “D. Stump” stands for “Decision Stump.”

Ada Boost Bagging D. Stump C4.5 SVM RepTree SMO
C &) C, C, C, C, C, C, C, C, C, &) C, G,
i = 1 (window length = 0.8 seconds)

R 0.628 0593 0.674 0593 0512 0556 0.744 0.506 0.558 0.556 0.651 0.346 0.640 0.593
P 0621 0600 0.637 0.632 0.550 0.517 0.615 0.651 0571 0542 0514 0483 0.6250 0.608
i = 2 (window length = 1.0 seconds)

R 0651 0543 0.698 0.593 0.593 0420 0.698 0531 0.581 0580 0.756 0370 0.674 0.556
P 0602 0595 0.645 0.649 0520 0493 0.612 0.623 0.595 0.566 0.560 0.588 0.617 0.616
i = 3 (window length = 1.2 seconds)

R 0616 0519 0663 0519 0.605 0494 0.733 0.395 0593 0.519 0.663 0.383 0.674 0.556
P 0576 0560 0.594 0592 0.559 0541 0563 0582 0.567 0545 0533 0517  0.617 0.616
i = 4 (window length = 1.4 seconds)

R 0593 0605 0593 0580 0.512 0444 0535 0.667 0570 0543 0.744 0346 0.616 0.580
P 0614 0583 0600 0573 0494 0462 0.630 0.574 0570 0.543 0.547 0.560 0.609 0.588
i =5 (window length = 1.6 seconds)

R 0640 0580 0.628 0.543 0.570 0.741 0.663 0.593 0.581 0.580 0.721 0.531 0.640 0.531
P 0618 0603 0593 0.579 0.700 0.619 0.633 0.623 0.595 0566 0.620 0.642 0.591 0.581
i = 6 (window length = 1.8 seconds)

R 0663 0593 0.663 0.531 0488 0.802 0.547 0593 0.616 0.630 0.535 0.691 0.663 0.556
P 0633 0623 0600 0597 0.724 0.596 0.588 0.552 0.639 0.607 0.648 0.583 0.613 0.608
i = 7 (window length = 2.0 seconds)

R 0628 0.605 0.628 0.605 0.279 0.765 0.558 0.556 0.628 0.556 0.640 0.444  0.605 0.642
P 0628 0.605 0.628 0.605 0.558 0.500 0.571 0.542 0.600 0.584 0.550 0.537 0.642 0.605
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Fig. 9. Recall and precision values for all data sets (R" and R”), classes (C; and C,), and algorithms employed.

dent results. Therefore, the discussion here inevitably in-
cludes the assessment of the performance achieved by each
employed machine learning algorithm in the recognition
procedure. Due to the former’s dependency on the latter,
the algorithms’ capabilities are discussed first.

Looking at the results obtained by the employed classi-
fication algorithms, the superiority of the ensemble learn-
ing schemata, when compared to the stand-alone classi-
fiers, is evident. The improved results of AdaBoost for
the majority of the data sets compared to the most so-
phisticated single learner, i.e., SMO, are clear in Table
5. Among the single classifiers, SMO and RepTree ad-
dress the prediction of both valence classes more accu-
rately. The optimal window size proves to be the 1.6 sec
window length. This size that is slightly smaller than the
one-third of the entire signal duration seems to capture op-
timally all acoustic features related to the signal. It is also
noteworthy that in the majority of data set, algorithm, and
window size combinations, high (positive) valence (C») is
harder to predict than negative valence (C;). This is in ac-
cordance to previous work on music and audio emotion
recognition [34].
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Moving to Table 6, for the majority of the conducted ex-
periments, the prediction model benefits significantly from
the inclusion of arousal in the feature sets, proving the
strong interdependence between arousal and valence. Re-
sults with AdaBoost exceed 65% for recall and precision for
negative valence and 60% for positive valence (63% for pre-
cision). The fact that the simple decision stump algorithm
achieves even higher results for the 1.6 sec window size
is attributed to circumstantial, data-specific characteristics,
with very low generalizable prospects. In other words, these
results were most likely achieved by chance, and it is very
unlikely that the same performance can be reached again in
new test data.

In particular, a first look at Tables 5 to 6 and Figs. 10a to
10b can reveal that on one hand the Decision Stump algo-
rithm seems to achieve the maximum accuracy and lowest
error values and, on the other, all algorithms have better
results around 1.6 to 1.8 seconds. Regarding the nature
of the aforementioned algorithm, such a performance that
out-scores the rest is rather strange. Also, there is a clear
indication that the obtained scores are better in the case of
R/, for both accuracy and error and precision and recall.

J. Audio Eng. Soc., Vol. 63, No. 3, 2015 March



PAPERS

IMPACT OF SOUND EVENTS’ RHYTHM CHARACTERISTICS TO LISTENER’S VALENCE

Percentage

—e— AdaBoost R’

o AdaBoost R”
——Bagging R’

x Bagging R”
——DStump R’

+ DStump R”
——C45R

* C45R”
——SVM R’

o SVMR”
——RepTree R’

¢ RepTree R”
—*—SMO R’

* - SMO R”

Q
0.8 1 1.2 1.4

1.6 1.8 2

Window length (secs)

(a) Accuracy values for R’ and R" datasets

Mean Square Error
o o
N

©
w

o
[

—e— AdaBoost R’
o AdaBoost R”
——Bagging R’
= Bagging R”
——DStump R’
+ DStump R”
——C4.5R’
* C45R”
| |—=—SVMR’
'| = SVMR”
——RepTree R’
¢ RepTree R”
——SMO R’
* SMO R”

Window length (secs)

(b) Error values for R’ and R datasets

Fig. 10. Accuracy and mean square error values for all data sets (R’ and R”) and algorithms employed.

The maximum accuracy and minimum error values ob-
tained by the Decision Stump algorithm are: (a) 65.27 and
(b) 0.477 for accuracy and mean square error, respectively,
and for both data sets. This algorithm classifies the provided
data by only one rule that it chooses, a fact that justifies

J. Audio Eng. Soc., Vol. 63, No. 3, 2015 March

the constant accuracy results when the arousal values were
also included in the feature set. Thus, one outcome could
be that valence classification regarding rhythm character-
istics is dependent on only one acoustic cue that is not the
arousal feature. But, due to the results of the other and more
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Table 7. Precision and recall values for RepTree algorithm for
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Table 8. Precision and recall values for AdaBoost and SMO

i=5 algorithms for i = 6
Class Cq Class C, Class Cq Class C,
Dataset R{ , AdaBoost SMO AdaBoost SMO
Recall 0.686 0.556
Precision 0.621 0.625 Dataset R{ ,
Dataset R, Recall 0.628 0.628 0.617 0.617
Recall 0.721 0.531 Precision 0.635 0.635 0.610 0.610
Precision 0.620 0.642 Dataset R},
Recall 0.663 0.663 0.593 0.556
Precision 0.633 0.613 0.623 0.608

sophisticated algorithms, it is most possible that these re-
sults are obtained by dependencies of the specific feature
set and SEs and thus are not likely to be repeated at the
future with a different data set.

Focusing to the remaining algorithms, from Figs. 10a and
10b it can be seen that the maximum accuracy results are
obtained at the same window lengths where the Decision
Stump presented its maximum values, i.e., i = 5 and i
= 6, where for i = 7 there is a drop at the performance
of all algorithms. Hence it is clear that the optimal time
length, t,pima, for valence recognition from rhythm related
characteristics is in the space of [1.4, 2] seconds. For the
toptimar Values of time length can be seen that RepTree and
AdaBoost algorithms’ performance surpass all the others.

More specifically, and for i = 5, RepTree depicts the
greater accuracy and lowest error values for both data sets
and among all algorithms except Decision Stump. These
values are: (a) 62.28 and 62, 87 and (b) 0.496 and 0.492
for accuracy and mean square error, respectively, and both
data sets. Also, the effect of arousal’s inclusion seems to be
negligible since the increase of accuracy was only 0.59%
and the decrease of error was 0.007. These findings are
clearly in contrast with the claim that when a listener hears
a sound that (s)he does not like, (s)he is likely to feel more
aroused and thus the arousal should have an important role
in valence recognition. But a closer examination at Tables
5 and 6 reveal that both precision and recall are increased
when the arousal was used as a feature. Namely, the exact
values of RepTree algorithm for i = 5 and precision and
recall for both data sets are presented in Table 7.

Examining the values of Table 7 and focusing on the R; ,
data set, it can be observed that the percentage of SEs in
C, that are recognized as not part of that class is greater
than the percentage of SEs in C; that are recognized as not
part of their class. However, for both classes in the R;’X,
data set, there is almost the same percentage of SEs (with a
difference of 0.004 in precision) that the RepTree algorithm
assigned to the correct class.

Regarding the utilization of the R/, data set, it can be
seen that the employment of arousal as a class does decrease
the assignment of SEs in C| to C, (increase of recall for C})
but also increases the assignment of C, SEs to C; (decrease
in recall for C3). Also, the arousal feature slightly decreases
(0.017) the precision for C,. Hence, for i = 5, the arousal
feature does increase the correct recognition of low valence
class but reduces the one of high valence. The above fact
is also supported by Fig. 2, where there are SEs that have
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high valence and low arousal (2" quadrant of the Arousal-
Valence space). Thus, and regarding the window length of
1.6 seconds, there is a strong indication that the rhythm
related acoustic cues can result in a recognition of SEs as-
signed in the low valence class (C;) and the utilization of the
arousal feature can increase significantly the recall of such
SEs. Nevertheless, SEs assigned to C; exhibit difficulties in
correct recognition with sole usage of rhythm-related fea-
tures, and the integration of arousal as a feature seems not
to increase the performance of classification algorithms.

A similar behavior can be observed for i = 6 but with re-
spect to AdBoost and SMO algorithms. For a window length
of 1.8 seconds these two algorithms portrayed the best re-
sults in terms of accuracy, precision, and recall among all,
excluding Decision Stump. Recall and precision values for
these two algorithms are in Table 8.

Both algorithms show a recall and precision score over
60% for both classes in the R{,x, data set. In particular, the
AdaBoost meta-learner achieves the highest recall values,
i.e., most instances of a class are classified into the correct
class. The usage of arousal as a feature again leads to an
increase of recall for C; but to a decrease for C,, strength-
ening the belief that SEs in the 2"of Arousal-Valence space
can have a negative impact in the performance of the recog-
nition process. Also, neither AdaBoost nor SMO (for i = 6)
surpass the performance of RepTree (for i = 5). However,
and taking into account Figs. 10a and 10b, AdaBoost’s ac-
curacy is identical to RepTree but the latter performs better
when it comes to error values. Thus, there is an indication
that tree—like classification schemes tend to perform bet-
ter than function—based algorithms and meta—learners with
these algorithms as base learners.

Recapitulating all the above and focusing on the valence
and rhythm dependency, it is evident that, on one hand, SEs
valence recognition from rhythm-related characteristics is
feasible up to an extent and thus the valence of the listener
is also affected by the rhythm attributes of SEs. On the
other hand, the window length for which the classification
algorithms perform better equals to 1.6 seconds. These facts
are more prominent considering recall, precision, accuracy,
and error measures from the employed algorithms. As can
be seen from the preceding analysis, rhythm characteristics
of SEs seem to have a rather limited impact on the elicited
valence that is reflected by the obtained low metrics (i.e.,
precision, recall, and accuracy) values. This outcome is
strengthened due to previous conducted research [6] that
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utilized same methods and fewer algorithms but presented
higher accuracy results.

Additionally, the employment of the arousal as a feature
increases the recognition’s performance but only for the
low valence class whereas for high valence has the oppo-
site effect. This fact, compared with the aforementioned
ones, implies that valence recognition could significantly
benefit by a hierarchical approach and the employment of
other aspects of the SE. Also, despite the relatively low
recognition scores reported here and taking in parallel into
account prior works and results, the outcome of the cur-
rent investigation seems to provide useful evidences that
the relatively—relaxed but well-analyzed relation of valence
and the rhythmic SE characteristics can be proved benefi-
cial for increasing the respective arousal recognition scores,
thus indirectly strengthening the rhythm impact on the ob-
served listener affective state. Moreover, there is a notice-
able difficulty in the recognition of the high valence class.
One possible reason could be the binary definition of the
presented classification problem (i.e., two classes). Maybe
more valence cases (e.g., three—one for negative, one for
tranquil, and one for high), could provide better results. Fi-
nally, regarding the improvement of the performance for the
negative valence class, a hierarchical approach to valence
recognition could potentially improve the obtained results.

6 CONCLUSIONS

In the presented work valence recognition from SEs has
been conducted with the utilization of solely rhythm-related
acoustic cues. The outcome of this work could relate the
rhythm of a generalized SE not only with the arousal but
also with the valence of the listener. To this aim, a well
known data set with emotionally annotated SEs was em-
ployed, various and widely employed rhythm-related char-
acteristics were extracted, and several machine learning
experiments were conducted. For the latter, a variety of
algorithms was used, including meta—learners.

Results reached up to an accuracy of 63% and also por-
trayed that the rhythm of an SE can affect the listener’s
valence up to an extent, which implies that there are also
other aspects of an SE that can and do affect the receiver’s
valence. To this outcome contributes the fact that high va-
lence class exhibited the lowest precision and recall val-
ues, indicating that a pleasurable condition caused by au-
dio stimuli is strongly affected by other sound parameters.
Additionally, the optimal time length of window for va-
lence recognition from rhythm related characteristics is 1.6
seconds. Last, there are clear indications that more valence
classes and/or a hierarchical approach could be beneficial
to the recognition process.

Concluding, the results of the present work combined
with the outcomes of previous one, i.e., [6], could lead to
a comprehensive recognition of the rhythm’s effect on the
emotional state of the listener. This integration is very pos-
sible to effectuate the synthesis of SEs with proper rhythm
characteristics in order elicit specific emotional reactions
to the receiver.
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