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ABSTRACT
Accessible games have been researched and developed for
many years, however, blind people still have very limited
access and knowledge of them. This can pose a serious lim-
itation, especially for blind children, since in recent years
electronic games have become one of the most common and
wide spread means of entertainment and socialization. For
our implementation we use binaural technology which allows
the player to hear and navigate the game space by adding
localization information to the game sounds. With our im-
plementation and user studies we provide insight on what
constitutes an accessible game for blind people as well as a
functional game engine for such games. The game engine
developed allows the quick development of games for the vi-
sually impaired. Our work provides a good starting point
for future developments on the field and, as the user stud-
ies show, was very well perceived by the visually impaired
children that tried it.
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The advances of technology have resulted in the wide spread
of video games [8], which often are not fully accessible. Most
games can be played on a range of devices, starting from
a common personal computer to a mobile phone. On any
platform or device, a video game is, usually, heavily based
on the visual communication channel. Many of the game
aspects, e.g. player-game interaction, scenery and scenario,
guidelines, tutorials and others, are primarily communicated
through colors, shapes, text and visual objects. The audio
communication channel appears to be under-utilized, even
though it has been shown to be effective as an interface [4],
as a means to entertain [14], and as a means to provide
guidance [16].

Children, adolescents, young and mature adults play games
for entertainment. People with vision impairments may,
however, find it impossible to play games which rely on
visual feedback. In such cases, video games can be ren-
dered obsolete. Especially in the case of visually-impaired
children, the impact of not being able to play games with
one’s peers is likely to have significant social side-effects, e.g.
alienation. Such problems can be rectified through the use
of novel interface approaches.

Audio games [8] are games, played in an electronic device,
e.g. personal computer or mobile device, that employ the
audio channel as their main interface. Such games utilize
auditory displays, instead of visual elements, for correctly
and intentionally conveying all the aforementioned types of
information. The latter fact depicts with clarity that the
key element of audio games is the sonic design, in terms
of accurate and efficient human–computer interaction. As
mentioned in [8], audio games can be classified in two cate-
gories:

Legacy Game Remakes which may be audio-only versions
of legacy games, including typical grid–based games [8],
e.g. Tic-Tac-Toe, which are also useful for visually im-
paired people [15];

Novel, Audio-Only Games that are based on new ideas



and developed from scratch. In the latter category
are situated audio games like Papa Sangra II or Blind-
Side [17, 6].

In the current work we extend a previously developed, audio-
only, prototype version of the legacy game Tic-Tac-Toe [8]
by also including sonic displays in order to render it at-
tractive for blind children. We performed user tests with
blind children in order to evaluate the newly added sounds
and the audio interface in general. The rest of the paper is
as follows: in Section 2 we provide a brief overview of the
previous work in audio games targeted to visually impaired
people; in Section 3 we present the developed audio game
and in Section 4 we present the application of the use case;
Section 5 concludes the current paper.

2. RELATED WORK
As can be inferred, audio interaction is a key component
in the current work. The perceived sound by the user must
communicate all the necessary elements of the game in order
to replace the visual channel without using verbal sounds.
The latter is termed sonification [13]. To that aim, in the
existing literature two main concepts have emerged:

Auditory / Sonic Displays Auditory displays employ rec-
ognizable sounds, emerging from various every-day life
situations, e.g. ringings, steps etc. With these, the
transfer of information is performed by correct assign-
ment of the communicated pieces of information to the
actual semantic content of the auditory icon [8, 11]. In
other words, the semantic content of an auditory icon
such as the sound of an alarm clock could be mapped
to a reminder about an event one needs to attend soon.

Earcons Earcons are artificial sounds synthesized from mul-
tiple single-audio motifs. These motifs can be altered,
in terms of amplitude, frequency, duration and tim-
bre [1]. Composite earcons can also be created by
combining multiple sound motives or earcons in a sin-
gle sound file. These composite earcons can be used
to communicate concurrent information when needed.
The concurrent presentation of information can be fur-
ther enhanced by the utilization of audio spatial po-
sitioning, e.g. binaural rendering which is elaborated
below.

Binaural technology allows the augmentation of spatial po-
sitioning of sound with the usage of a simple pair of head-
phones. The audio stimulus can be virtually placed around
the listener’s head, covering a range of 360o in the hori-
zontal axis. Additionally, there is also the capability for
elevation typically ranging from ≈ 90o to ≈ −90o, with 0o

being the receiver’s head position in the vertical axes. Be-
sides the construction of audio virtual environment, binaural
technology has also been used recently in many aspects that
employ sound localization, e.g. hearing aids [2], dereverber-
ation [12], stereo recording enhancements [5] and emotion
recognition from sound events [3].

One of the earliest works on audio games [18] presents what
is probably the first use case study of an audio game. It is

shown that audio interfaces can be used to express complex
auditory spaces by using basic stereo sound localization tech-
niques and sound manipulations. Through the years several
techniques have been used to better emulate the auditory
spaces [7], e.g. pitch shifting or volume manipulation. Stud-
ies have also tested the use of haptic feedback devices [19]
with significant success. Using a second feedback channel,
besides audio, allows the creation of more complicated games
by allowing concurrent transfer of more information.

Designing an audio game, however, is not a trivial task.
It is important to plan the entire game concept around an
auditory experience [9]: this makes the game immersive and
usable. Our implementation, as discussed above, is based on
binaural audio, which has had limited use in the past due
to its implementation challenges. The game was designed
specifically to meet the requirements of visually impaired
children using this sound technology.

In this work, we implement both auditory icons and earcons
in order to communicate the aspects of the Tic-Tac-Toe
game to blind children. To that end, binaural rendering
is also employed for the spatial positioning of the used au-
dio stimuli, as well as to transfer the physical aspects of the
Tic-Tac-Toe board — i.e. the position of the 9 squares that
the board has — through the audio channel. Our approach
goes beyond the implementation of a single game. The game
engine developed and described in this paper supports any of
the audio techniques discussed and provides a starting point
for the creation of complex and accessible audio games.

3. CHALLENGES AND IMPLEMENTATION
Before delving in the details of our implementation, we briefly
describe the basics of a Tic-Tac-Toe game. Then we overview
the basic challanges that the game design had to tackle,
based on the requirement analysis that was conducted early
in the implementation process (more information on the
analysis is provided in Section 4).

The Tic-Tac-Toe game is a strategy game, positioned in a
3 by 3 grid. Each player chooses a symbol, usually from
the set {X,O}. The game is played in turns. On each
turn a player positions his symbol to an available (i.e. not
previously assigned) square of the grid. Each player aims
to fill in a line, row or diagonal of the grid with his own
symbol only. The player who first achieves such a state in
the game wins. If no player can achieve such a state and the
grid squares have been fully assigned, then the game ends
at a draw.

Even though the game appears to be easy to understand,
it heavily relies on the visual channel to communicate infor-
mation. The main challenges faced during game design were
as follows:

Spatial understanding The 3 by 3 grid can be under-
stood and communicated instantly to someone who has
a view of the grid. People who have limited experience
of shapes and grids and limited vision, however, find
understanding the relative position of grid cells more
challenging. This appeared to specially hold for chil-
dren, that may even have spatial understanding limi-
tations due to their visual disability.



Game state Understanding the game state per turn can be
easy for a seeing person, but a visually impaired player
needs to constantly hold a cognitive representation of
the assigned squares to understand threats and apply
a strategy. This requires an easy way to navigate and
query the state of the game board in order to support
and update the congitive representation.

Positioning Similarly to the previous challenge, players
need to be aware of available squares to be able to po-
sition their symbol during their turn. Again, the com-
munication of this subset of the game state (available
squares) is more challenging when the visual channel
cannot be employed.

Rules understanding Beyond the two previous challenges,
understanding what constitutes an end state of the
game (either a win, a loss or a draw) implies under-
standing of shapes (horizontal line, vertical line, diag-
onal). The same stands for a threat, which essentially
is the state where an opponent has almost formed a 3-
symbol line (vertically, horizontally or diagonally) and
there exists at least one unassigned position they can
use to complete the line.

Partial vision We needed to be able to support persons
with partial vision (not totally impaired), by allowing
them to combine this vision with the auditory channel
to play the game.

The design we used to tackle the above challenges in the
Tic-Tac-Toe setting can be focused on three separate com-
ponents, a Game Engine, an Audio Engine, and the im-
plementation of the Tic-Tac-Toe itself. The game engine
controls the flow of information between the User Interface
and the game world, represents the game world, holds the
current Game State and facilitates the definition and use
of Game Rules. The audio engine handles sound settings,
serves as the audio Application Program Interface and im-
plements the sonic design according to the provided sonic
interfaces. We elaborate on these components and concepts
in the following paragraphs.

3.1 Game Engine
The game engine developed in LEAP Tic-Tac-Toe accom-
modates the need for quick, accessible game production. It
builds upon the notion of a Game State to describe the game
world over time and uses several components to facilitate the
interaction between the user and the game world as can be
seen in Figure 1. These components include an abstraction
differentiating between our implementation of the game and
its rendering, allowing the integration with other game en-
gines such as Unity1.

The Game State is a representation of the game world in
a specific point in time. It stores all the needed informa-
tion, e.g. currently active game objects, actors, and game
statistics. Game objects represent everything that exists in-
side the playing field, either visible, e.g. walls and players,
or invisible, e.g. sounds. The most common type of game
objects are the static objects. Static objects store their lo-
cation inside the game world and are also accompanied by

1See http://unity3d.com/ for more information.

a description of their visual representation. These static ob-
jects define the current condition of the game stage and do
not contain any logic. On the other hand, actors, which be-
long to a special subcategory of game objects, employ logic.
Each actor represents an actively moving and interacting ob-
ject, e.g. a player’s pointer or a bouncing ball. To achieve
that, each actor contains its own logic that controls reactions
to user input, e.g. movement commands, and how the in-
teracts with other game objects, e.g. other actors and static
objects.

Sound objects are also considered static objects as they “ex-
ist” in a specific point inside the game world. Sound objects,
however, have a limited life span and are automatically re-
moved when the sound they represent finishes its playback.
Sound objects were given special care to accommodate the
auditory needs of a fully accessible game for the visually
impaired. Sound objects were divided into three subcate-
gories with each game state maintaining a different list for
each one. These subcategories are standard sound objects,
interruptible sound objects, and blocking sound objects.

Standard Sound Objects represent sounds that play nor-
mally until finished without interacting with the rest
of the game, e.g. background music.

Interruptible Sound Objects are used to represent sounds
of usually lesser importance that carry redundant in-
formation or cosmetic value. These are automatically
discarded whenever a user action triggers the genera-
tion of a new interruptible or blocking sound object.
This allows the existence of cosmetic sounds or redun-
dant information messages that do not block any es-
sential flow of information.

Blocking Sound Objects are sounds that carry impor-
tant information and require the user’s full attention.
Whenever the generation of a blocking sound object is
triggered any interruptible sound objects are automat-
ically discarded. Additionally, while a blocking sound
object is being played, any user action is prevented if
it could lead to the generation of a new blocking or
interruptible sound object.

These three sound object types, when used together, allow
the creation of the audio interface for any game component
(stage). These game components can be as simple as a ba-
sic menu or as complicated as an advanced tutorial with
intricate game logic. The actual sounds that correspond to
each sound object are acquired through the audio engine’s
audio Application Programming Interface (API) as will be
discussed bellow.

To control the flow of information, between the users and
the game state, the game engine employees the following
components:

Game Manager Each instance of the Game Manager con-
tains a game state and a set of rules. Most games
require the implementation of several different stages
with similar rule-sets and initial states. This imple-
mentation aims to represent each game stage as an

http://unity3d.com/


Figure 1: The architecture of the developed Tic-Tac-Toe game

instance of a game manager, allowing for rapid game
development. Creating such stages becomes a nearly
trivial matter as each successive stage of the game can
be implemented by making slight alterations to the
initial stage’s game manager. The game manager op-
erates by receiving input in the form of game and user
events. Events are generated and sent to the game
manager as a result of user actions or actor interac-
tions. The game manager is responsible of handling
events by applying all appropriate rules. The game
rules contained within the game manager in combina-
tion with the capabilities of actors provide all the game
logic required for a fully functional game. Finally the
game manager is also responsible for supplying the cur-
rent state to the state renderer whenever needed.

State Renderer The State Renderer transforms the game
state so that it can be rendered by a graphic rendering
and audio playback engine. In our current implemen-
tation each game object contained in the game state is
mapped to one of our custom predefined Unity game
objects. Besides generating the Unity game objects re-
quired, the state renderer also disposes of any obsolete
objects when necessary.

User Interface The User Interface abstraction handles player
actions to the game engine utilizing the appropriate
game events. In our current implementation the user
interface is based upon the Unity input manager, which
allows receiving and acting upon a variety of user in-
puts.

The developed game engine offers a clear layer of abstraction
that makes games portable to most graphic rendering and
audio playback engines with minimal code alterations. The
only parts of the platform that strictly depend on the Unity
engine, at the time of writing, are the state renderer and the
user interface.

Having described the game engine and related main concepts

of our implementation, we now delve into a significant part
of the added value of this work, which is the audio engine
and the related sonic design.

3.2 Audio engine and sonic design
The developed audio engine was based on the environment
of Unity Game Engine 2 and served as an API to audio
utilization. In addition, the audio engine was responsible for
managing the audio settings of the Tic-Tac-Toe game. An
setting included, among other things, sets of sounds that
were generated and engineered. Two sets of sounds were
employed. One with auditory displays and one with earcons.
For each, there were three placement options, presented later
in this section. This led to 6 audio settings, all capable to
be accessed and used by the application, through the audio
engine.

Focusing on the audio design, there are two distinct tasks:
the selection of proper sonic displays and the binaural pro-
cessing of sounds. The former serves as the main audio inter-
face between the player and game while the latter is used in
order to effectively convey spatial information regarding the
board employed in the Tic-Tac-Toe. Due the targeted au-
dience, i.e. children, the selection and development of sonic
displays was based on the appeal that the sounds would
have. Due to this, the semantic context of the sonic dis-
plays was sought in special effects emerging from cartoons.
More specifically, earcons were based on previously synthe-
sized sounds utilized also in an audio only game of Tic-Tac-
Toe [8]. Regarding auditory displays, 5 sounds were created
from corresponding cartoon-like sounds. These are: i) “X”
placement, ii) “O” placement, iii) boundary hit, iv) empty
square, iv) wrong action, and v) movement to square. For
displays i) and ii) the original sound was a spring-like audio
effect. For the first one this was drawn from a knife hitting a
wood and for the second a spring bouncing. For the bound-
ary hitting, the sonic display was based on a ball hitting a

2http://unity3d.com



wooden object. Binaural processing of selected audio ma-
terial was performed by the utilization of KEMAR HRTF
library [10]. All used sounds were rendered for the following
spatial positions:

1. 0o elevation and azimuths of 0, 45, 90, 135, 180, 225,
270, 315 degrees, where boundary hitting was rendered
with azimuths 0, 90, 180 and 270 degrees

2. Elevation of 40o, 20o and −30o for the top, middle
and bottom rows of board, respectively, and azimuths
of 270, 0 and 45 degrees for the left, middle and right
columns, respectively. Boundary hitting was rendered
with elevation/azimuth pairs of 40/0, 20/60 and−30/0
and 20/300 degrees for the top, right, bottom and left
boundary hitting, respectively.

3. Same as in 2 but with pitch shifting. Sounds for top
and bottom raw were pitch shifted compared to sounds
in middle raw. For the top one, all sounds were shifted
one octave up where for the bottom raw all sounds were
shifted one octave down. Boundary hits were same as
in 2

Figure 2 presents the first case of spatial positioning whereas
Figure 3 the remaining one.

Figure 2: Illustration of the first case of sound spa-
tial positioning

3.3 Tic-Tac-Toe Implementation
To accommodate for the accessibility needs of as many peo-
ple as possible and tackle the challenge of partially impaired
players, we used a simplistic, accessible graphical user inter-
face (GUI). This GUI uses big visual elements and strong
contrast. The resulting game is not visually impressive but
allows users with severe eyesight restrictions to play it visu-
ally, if they can and want to support the auditory commu-
nication.

The audio interface focuses on providing users with direct
feedback of their actions and their effects. There is no back-
ground music in order to give more emphasis to the individ-
ual sounds that describe the game state. Most importantly
the audio engine implemented provides localized versions of

Figure 3: Illustration of the second and third cases
of sound spatial positioning

Figure 4: The visual user interface of the Tic-Tac-
Toe game

each sound in order to give the players a sense of three di-
mensional space and direction. The localization is based on
binaural audio algorithms that create realistic representa-
tions of each sound and its position relative to the player.
In Figure 4 is a screenshot of the Tic-Tac-Toe’s visual user
interface.

In order to ensure that the game is playable by any player,
disregarding previous experience or guidance, each game
component contains recorded audio instructions. To face
the challanges of game space, game state and rules under-
standing, four different tutorial games of increasing difficulty
were implemented. Each tutorial game utilizes pre-recorded
audio messages for guidance and aims to either teach the
player part of the game of Tic-Tac-Toe or to help the player
interpret the rest of the audio feedback.

In the following paragraphs we elaborate on the lifecycle of
our use cases and the related findings.

4. USE CASE
The presented Tic-Tac-Toe game was evaluated in a real-
world scenario. A set of interviews and user tests were per-
formed on-site with visually impaired children. The tests
were performed on specialized schools for the visually im-
paired. The tests were conducted with the help of a small
group of children, which was sufficient for qualitative eval-
uation of the game, as described below. These interviews
were conducted in three points in time: before starting de-
velopment, after reaching our milestone, and after finishing
our implementation.



One major, early finding in the user study was that blind
children experience a severe lack of appropriately designed
games. Our study gave the chance to many of the partic-
ipating children to experience an accessible game for the
first time. In particular, more than 12 visually impaired
children participated from which 8 were legally considered
blind. In the following sections we discuss the preliminary
results that came before and during development, as well
as the final results after presenting our finished Tic-Tac-Toe
implementation.

4.1 Preliminary Results
The initial interviews explored the need for computer games
for visually impaired children, as well as those children’s
preferences and computer-related knowledge. As mentioned
above, the need for accessible computer games became im-
mediately apparent. Most of the participating children had
no previous experience using a computer for entertainment,
besides listening to music. Even though our research shows
the existence of some accessible games, it appears that dur-
ing the last few years not enough effort has been put into
building new games or dissemnitating existing ones to the
corresponding communities. This meant that our users could
be clearly considered as minimally knowledgeable on both
computer use and computer games.

The two platforms that some of the children seemed to be
somewhat familiar with were tablets and computers. At
this point it was very difficult to explore actual game pref-
erences, as the participating children found it a challenge to
even imagine how a computer game of Tic-Tac-Toe could be
made accessible to them. During these interviews we used
a wooden Tic-Tac-Toe board to help describe the game to
children, since most of them were completely unfamiliar with
the specific game. After our initial interviews, we decided to
target our implementation to desktop computers. The main
advantage of desktop computers is that most children have
access to one either at home or at school, while another im-
portant advantage is the big screen size and resolution that
helps accommodate for accessible visual interfaces for the
visually impaired and partially blind.

During our interviews after our first and second milestones
we gathered feedback from a a subgroup of the user children,
showing them the current stage of the game and exploring
their thoughts on it. The most important result from these
interviews was that, despite the fact that they had been
introduced to the game during the first interviews, children
needed a lot of help to understand how they to navigate
in the 3 by 3 grid world of Tic-Tac-Toe. Our tutorials, at
that point, were mostly aimed at teaching the rules and,
thus, had not faced the navigation challenge. Guidance was
also needed on how to interpret the audio clues of the game.
Finally, there was also a very clear need for direct sound
feedback from all their actions, in order to avoid becoming
lost in the game world.

4.2 Final Results
After redesigning parts of the game and creating four in-
troductory levels (or mini-games), we completed our imple-
mentation and collected the final evaluation. For our final
user studies we followed a stricter procedure. Due to the
use of headphones, there were no special needs or require-

ments for the audio environment. The evaluation process
was, thus, conducted in an ordinary office using two of the
schools general-purpose desktop computers. In both visits
the following procedure was kept:

1. Each child was asked some initial questions regarding
their background, knowledge of the game Tic-Tac-Toe
and affinity with computers.

2. Each child was given headphones and instructed to
follow the audio tutorials to learn how to play. In this
step we only provided external help when required, in
order to maintain a uniform time frame of about 25
minutes for all tutorials.

3. A mini-game session was conducted without any ex-
ternal help against a relatively difficult computer op-
ponent. Thus, each child had the opportunity to play
the developed Tic-Tac-Toe as it would normally do, if
they owned this game.

4. Finally, when the game session ended, each child rated
its experience and also participated in a short interview
(5 minutes typical length).

Due to time limitations we occasionally had to supply some
help but overall the children were able to finish the tutorials
and move on to the next game on their own quite easily.
During the interviews we collected several interesting com-
ments as well as ratings on how interesting and usable the
game was. Overall the children responded very positively:

• They rated the game with an average mark of 9.3 out of
10 to the question “Was the game interesting to you?”.

• They rated the game with an average mark of and 8.1
out of 10 to the question “Did you find the interface of
the game usable?”.

The comments we gathered regarding improvements were as
follows:

• We used the keyboard return key instead of the numpad
return key, making it difficult for them to locate the
keys during their turn.

• It was relatively difficulty at times to pinpoint the ex-
act sound position during the opponent’s moves and,
thus, more interaction was required to update the cog-
nitive representation of the game board. This indi-
cated that further engineering was required with re-
spect to the binaural rendering, based also on com-
ments related to the duration of the sound (e.g. long
sounds may be easier to communicate positioning) and
other properties.

5. DISCUSSION AND CONCLUSIONS
There are several limitations that must be kept in mind
when developing a game for blind children. Most impor-
tantly there needs to be constant audio feedback of anything



that happens. The sounds used must be clearly distinguish-
able and able to communicate concurrent information. To
allow the users to actually navigate the game space, sounds
need to convey localization information. When using bin-
aural audio it is also important to note that, as we realized
during our final interviews, it doesn’t work equally well for
all sounds and positions.

Perhaps the most important limitation, however, is the dif-
ference in the spatial awareness of visually-impaired people.
During the interviews we intentionally avoided describing
the game space in order to encourage the children to cre-
ate their own spatialization. As blind children develop their
spatial awareness through their unique experiences, it can be
significantly different to that of seeing people or other blind
children. This can significantly increases the game difficulty
in many cases. This problem can and should be addressed
through specialized tutorials or other forms of specialized
guidance, as we discovered through our use cases. Finally,
it is important to note that children that have not been
trained to use computers, using text-to-speech interfaces,
do not have an understanding of navigation based on menus
and sub-menus, thus such structures must be either avoided
or explained as part of the game introduction.

Many blind children appear to have very limited access to
computer games, even nowadays. Although many of them
were completely negative at the idea that a computer game
can work only with sounds at the beginning, they surprised
us with great reviews and excitement once they tried the
completed version. Although this is only a first step we be-
lieve that our implementation and research on this field can
become a great starting point for further work. To further
strengthen this field, we will make the development compo-
nents available under open source, liberal licenses that allow
reuse even in commercial settings.

We strongly believe that building games for children with
and without disabilities can function in several ways:

• An accessible game can provide entertainment to chil-
dren with disabilities, limiting the gap between chil-
dren of different disability levels.

• Serious games can be built using accessibility-aware
game engines and designs, facilitating tutors and chil-
dren in learning processes. We plan to create a second
game with a serious (i.e. learning) orientation in the
next few months.

• Accessible games can be targetted to non-disabled chil-
dren (and even adults), allowing them to increase their
empathy and understanding of their disabled friends.
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