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ABSTRACT
Many common consumer devices use a short sound indication for declaring various modes of their func-
tionality, such as the start and the end of their operation. This is likely to result in an instantaneous and
intuitive auditory human-machine interaction, imputing a semantic content to the sounds used. In this
work we investigate sound patterns mapped to “Start” and “End” of operation manifestations and explore
the possibility such semantics’ perception to be based either on users prior auditory training or on sound
patterns that naturally convey appropriate information. To this aim, listening and machine learning tests
were conducted. The obtained results indicate a strong relation between acoustic cues and semantics along
with no need of prior knowledge for message conveyance.

1. INTRODUCTION
Nowadays, most consumer electronic devices (such
as personal computers, mobile phones, hand held
cameras, etc) use sound as an extra path of Human-

Machine Interaction (HMI). The human user of such
appliances usually expects an audio event as a re-
sponse to his actions. This notion is more prominent
and very typical during the start or the end of a de-
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vice’s operation session, where the sound manifesta-
tion of the functionality’s mode changing (FMC), i.e.
switching on or off the device, can instantaneously
inform the user.

Different manufacturers have employed various
sound patterns for the aforementioned intercourse.
Nevertheless, it is widely recognized that users
can correctly, instantaneously and intuitively un-
derstand the auditory message despite the variance
of motifs. In this work we investigate whether the
correct perception of the auditory message is based
on the listener’s prior training, occurred by his an-
tecedent interaction with a specific device, or it is
naturally occurred, i.e. the user can understand the
auditory message without any prior knowledge. To
this aim, we combine listening and machine learn-
ing tests on short sounds recorded from various con-
sumer devices. This coalition intends to evaluate the
accuracy of the auditory message conveyance to hu-
mans and to examine any common technical charac-
teristics in sound patterns used for the same message
delivery.

To this aim, we hereby examine sounds employed for
the “Switch ON” and “Switch OFF” FMC manifes-
tations. These categories appear to be widely and
frequently used in HMI along with sounds indicat-
ing danger and faults in the operation of a device.
Moreover, it is likely that many users of various ap-
pliances tend to recognize the latter from its FMC
manifestations, with most prominent the ones taken
into account in this work.

The rest of the paper is organized as follows: Section
2 includes a brief presentation of existing researches
in audio-related HMI and semantic analysis. Sec-
tion 3 describes the experimental procedure followed
within the scope of this work. The results obtained
are analytically presented and discussed in Section
4. Finally, Section 5 concludes the work and defines
a number of issues that may extend the outcome of
this work and can be considered in the future.

2. RELATED RESEARCH
To the best of authors’ knowledge, there are no
bibliographic references regarding the intuitive con-
veyance of messages through the sound channel in
HMI. However, there are numerous researches in var-
ious alternative and / or legacy fields, like Auditory
Displays (AD), Music Information Retrieval (MIR),

Audio Emotion Recognition (AER) and Audio Se-
mantic Analysis, all concerned with the perception
of sound, in different of course perspectives.

More specifically, in AD there are various investi-
gations concerning the delineation of stimuli with
sound [1, 2]. The latter is performed by mapping
the under-consideration information to sound’s tech-
nical characteristics [1] or by adopting patterns, like
frequency continuous decrease [2], in order to rep-
resent interactions and information (i.e. a decre-
ment in size). Also, the correlation of acoustic cues
with high level information is a fact very frequently
considered by MIR. In this discipline, technical fea-
tures are used in conjunction with machine learning
techniques in order to classify the former according
to notional attributes, like genre [3, 4]. The clas-
sification/categorization of audio in accordance to
conceptual aspects is also examined by AER, focus-
ing mainly on the recognition of emotion in sound,
usually using the same procedure as in MIR field
[5, 6, 7].

Typical features employed in the above disciplines
include, but are not limited to, the ones listed in
Table 1.

Table 1: Technical features commonly used in audio
classification tasks

RMS energy Low energy Tempo
Beat spectrum Onsets Mode
Roll off Zero crossing Brightness

Based on the above technical characteristics of the
sound signal, various researches in the aforemen-
tioned fields have achieved confident accuracy re-
sults for audio classification and/or categorization
[3, 5, 8] emotion recognition from music [5] and se-
mantic analysis [8]. Moreover, considering some of
the above extracted features, a typical audio classi-
fication process generally consists of two stages: a)
training of the classification system, and b) clas-
sification using an appropriate algorithm. Typi-
cal classification algorithms include Support Vector
Machine, Linear Regression, Artificial Neural Net-
works implementations (like Artificial Neural Sys-
tems), Gaussian Mixture Models and others [3, 9, 8].

In the former stage, the selected algorithm is trained
using a ground truth data set. This data set contains
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not only the extracted features, but also the annota-
tion of the classes used for the categorization. The
efficiency of both features and algorithm chosen is
then tested using a test data set for the classifica-
tion task. The latter data set consists by particulars
not included in the ground truth data set. Accord-
ing to recent researches [9, 10], the same methods
and procedures can be used for non-musical audio
signals, such as environmental sounds or, evidently,
for sounds targeted to human-machine interaction.

Due to the aforesaid scarcity of existing works on the
evaluation of the possibilities for an intuitive con-
veyance of messages in HMI and on the other hand,
the requirement for investigating wether sounds used
to communicate congruent messages exhibit simi-
larities in their acoustic cues, in this work meth-
ods and techniques from the above fields were em-
ployed. Hence, extraction of technical features, in-
cluding those commonly used in the aforementioned
fields was performed, combined with well-established
and frequently-used classification/categorization al-
gorithms, engaged also in all the above disciplines.

Typical sound waveforms mapped to “Switch ON”
and “Switch OFF” FMC manifestations were em-
ployed, since they are subject to differences between
different equipment manufacturers, designed accord-
ing to their preferences on musical motifs. In ad-
dition, these specific audio FMC manifestation are
not related to sounds commonly used for “symbolic”
representations, as those mentioned in [2].

3. EXPERIMENTAL SEQUENCE
In order to examine common technical character-
istics of sounds mapped to same FMC manifesta-
tions and consequently evaluate the accuracy of au-
dio HMI messages’ conveyance, we combined the re-
sults obtained from well-established methods from
the fields mentioned in Section 2 with listening tests
respectively. Towards this aim, we recorded a set
of audio stimuli, pre-processed them, extracted fea-
tures from the audio data set and finally performed a
series of tests. The latter consist of actual listening
tests, using the audio data set employed, and ma-
chine learning tests, using the set of the extracted
features.

The data set used consisted of 27 sounds from
“Switch ON” and 14 from “Switch OFF” FMC man-
ifestation, leading to a total of 41 audio waveforms.

For both categories, sounds from appliances as well
as software applications were considered. Table 2
illustrates a representative subset of the recorded
sounds with respect to their FMC manifestation.

Table 2: Part of the recorded sounds used

Recorded Sound FMC Manifestation

Video camera Switch On & Off
Camera Switch On
Mobile phone Switch On & Off
PC Operating System Switch On & Off
Video game console Switch On
Car Switch Off
Television Switch On & Off

All sound recordings were performed using a hand-
held digital recorder with 44.1 kHz sampling fre-
quency and 16 bits resolution. Their average time
length was 3, 9 seconds, ranging from 0, 2 to a max-
imum of 18, 9 seconds. All sounds can be found
at: https://www.dropbox.com/s/hlp8rq3m7tqlo1k/
sounds.zip.

All the recorded sounds were initially pre-processed.
At this stage, the sound samples were firstly normal-
ized, in order to eliminate potential differences in the
corresponding sound pressure level, and decomposed
in frames of 0.01 seconds length with 20% overlap
prior to exploiting rapidly changing attributes. Sub-
sequently, for each of the recorded sounds, the set of
features presented in Table 3 was extracted for each
generated frame. For the feature extraction process,
the widely-employed MIR Toolbox in MATLAB was
used [11].

This process led to a set of values per frame for each
feature and for each sound. From this collection, a
compendium of statistic measures was calculated for
each feature, where applicable, in order to describe
its values’ variance for successive frames. The re-
sult was a total set of 230 features. The statistic
measures used are the following:

• Mean

• Standard Deviation (Std)

• Flatness

AES 134th Convention, Rome, Italy, 2013 May 4–7

Page 3 of 9



Drossos et al. Investigating Auditory HMI: Analysis & Classification of Sounds Used by Consumer Devices

Table 3: The extracted features for each frame,
based on the categorisation of MIR Toolbox [11]

Rhythm Related
Onsets Fluctuation
Beat Spectrum Event Density
Pulse Clarity

Energy Related
RMS energy Low Energy

Timbre Related
Attack Time Attack Slope
Zero Crossing Roll Off
Brightness Roughness
Regularity

Pitch Related
Inharmonicity

Tonality Related
Chromagram Key
Mode Harmonic Change De-

tection Function

Structure Related
Novelty

Waveform Related
Centroid Spread
Flatness Kurtosis
Entropy Skewness

• Spread

• Kurtosis

• Skewness

• Slope

• Centroid

3.1. Listening Tests
As mentioned previously, the evaluation of intuitive
conveyance of messages in HMI was performed with
listening tests. These were conducted in a typical
office enclosure and during common working hours,
in order to simulate an adequate range of typical de-
vices’ usage environmental conditions. Sound repro-
duction was performed through a common portable
computer. This allowed to realize audio reproduc-
tion over a short-distant loudspeaker setup, which

is typical for the majority of common consumer de-
vices.

During the tests, two different groups of participants
were considered. The first one was formed by hu-
man subjects that could recall using an appliance of
any kind (or software) with “Switch ON” or “Switch
OFF” FMC manifestation. The second one included
those that could not. Regarding the latter group,
participants over 70 years old from the county of
Preveza - Greece, were chosen in order to eliminate
the possibility for any prior experience with appli-
ances that demonstrate their FMC using the audio
channel. In addition, in the case that a participant
from the second group could actually recall any of
the sounds used in the listening tests, he was auto-
matically excluded from the test process. The re-
sulting total“Switch ON” set of participants was 54
with 70, 4 % (i.e. 38) of them belonging to the first
group and 29, 6 % (i.e. 16) to the second one.

Each participant had to listen to each sound and
provide his personal annotations of the perceived
FMC. For this process, the complete sound set was
used and if a human subject could recall the sound,
then the annotation for that particular stimulus was
skipped (while it was not valid at all for all the par-
ticipants belonging into the second group, as noted
previously). This led to a total of 1989 annotations,
for all stimuli considered. From those, 67 % (i.e. a
total number of 1333) were obtained from partici-
pants belonging to the first group, whereas the rest
33 % (i.e. 656 annotations) from the second group.
In addition, from the total set of annotations, 65, 5 %
(1301) corresponded to the “Switch ON” and 35, 5 %
(688) to the “Switch OFF” FMC manifestation.

Annotation was performed in a “Question and An-
swer” basis after the reproduction of each audio
stimulus. Each human subject was asked if the re-
produced sound was conveying a “Switch ON” or
“Switch OFF” FMC message. Each answer was
recorded along with the sound that was reproduced
and the group in which that particular subject be-
longed.

The group distribution of “Switch ON” FMC man-
ifestation annotations was 66, 8 % (i.e. 869 anno-
tations) and 33, 2 % (432) for the first and second
group respectively. Accordingly, the “Switch OFF”
FMC manifestation resulted into 67, 4 % (i.e. 464)
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Fig. 1: The annotations of sounds per group and in
total

and 32, 6 % (i.e. 224) for the first and second group
respectively. The above distribution of annotations
is summarized in Figure 1.

The obtained participants’ annotations were com-
pared to the intended FMC manifestation of the au-
dio stimulus and the evaluation of annotations’ ac-
curacy performed for each group separately and in
total, for both FMC manifestations. The compari-
son was expressed in terms of the ratio, in percent-
age, of the correctly annotated sounds and the total
sounds for each FMC manifestation. Moreover, the
average accuracy for both cases (“Switch ON” and
“Switch OFF” FMC) was calculated.

3.2. Machine Learning Tests
During the machine learning tests, initially a fea-
ture evaluation process was conducted followed by
the corresponding classification task. The evalua-
tion of the 230 features set implemented using two
different ranking algorithms in the Weka environ-
ment, namely the “InfoGainAttributeEval” and the
“OneRAttributeEval” ones [12]. The former eval-
uates the importance of each attribute separately
by estimating the information gain, with respect to
the class, using entropy metrics. The second one is
a simple classification technique that generates, for
each feature individually, an one-level decision tree
and accounts the number of corrected classified in-
stances [13, 14].

In Tables 4 and 5 is the ranking of features that
prevailed by testing the whole training set with the
above evaluation algorithms. Several features ap-

Table 4: First 50 salient features as evalu-
ated with “InfoGainAttributeEval” Weka algorithm.
“Chrom.” stands for of “Chromagram”. First fea-
tures in the Table are ranked higher and ranking is
per row.

InfoGain
HCDF Flatness Chrom. 11 Skewness
Chrom. 12 Skewness Mode Skewness
Chrom. 11 Spread Chrom. 12 Kurtosis
Novelty Spread Chrom. 11 Kurtosis
Chrom. 2 Kurtosis Inharmonicity Mean
Regularity Spread Chrom. 1 Skewness
Chrom. 1 Centroid Chrom. 1 Flatness
Inharmonicity Std Chrom. 1 Kurtosis
Inharmonicity Slope Roughness Skewness
Roughness Centroid Roughness Flatness
Roughness Std Roughness Mean
Roughness Kurtosis Roughness Slope
Regularity Skewness Regularity Kurtosis
Regularity Centroid Regularity Flatness
Regularity Mean Roughness Spread
Regularity Slope Regularity Std
Chrom. 5 Flatness Chrom. 5 Spread
Chrom. 5 Centroid Chrom. 4 Spread
Chrom. 5 Skewness Chrom. 5 Kurtosis
Chrom. 6 Spread Chrom. 7 Skewness
Chrom. 7 Kurtosis Chrom. 6 Skewness
Chrom. 6 Kurtosis Chrom. 6 Centroid
Chrom. 6 Flatness Chrom. 2 Spread
Chrom. 3 Skewness Chromagram 3 Kurtosis
Chrom. 2 Skewness Chromagram 1 Spread

pear in both Tables but in different ranking. Many
feature selection processes were conducted, conclud-
ing in the fact that the OneRAttribute algorithm
offers a more reliable estimation in the evaluation
process, because it tests the respective classification
performance of each individual feature instead of
the partial Information Gain obtained from the Info-
Gain algorithm. Thus the ranking results of OneR-
Attribute evaluation are exploited as an indicative
basis for the formulation of the final salient feature
vector without excluding the ranking of the Info-
GainAtrribute algorithm.

Although some classification techniques, like artifi-
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Table 5: First 50 salient features as evaluated with
“OneRAttributeEval” Weka algorithm. “Chrom.”
stands for of “Chromagram”. First features in the
Table are ranked higher and ranking is per row.

OneR
Attack Time Slope Chrom. 1 Slope
Brightness Spread Roll Off Std
Regularity Slope Chrom. 4 Mean
HCDF Flatness Beat Spectrum Skewness
Chrom. 2 Flatness Beat Spectrum Slope
Zero Cross Mean Mode Slope
Entropy Std Brightness Centroid
Novelty Std Beat Spectrum Mean
Centroid Std Chrom. 7 Centroid
Chrom. 8 Slope Zero Cross Slope
Chrom. 3 Mean Chrom. 2 Centroid
Chrom. 10 Centroid Chrom. 1 Std
Zero Cross Spread Regularity Centroid
Chrom. 4 Flatness Chrom. 9 Mean
Chrom. 1 Centroid Beat Spectrum Kurtosis
Beat Spectrum Std Novelty Flatness
Spread Mean Chrom. 11 Mean
Chrom. 9 Std Chrom. 9 Slope
Flatness Std Chrom. 11 Slope
Brightness Mean Attack Slope Centroid
Chrom. 12 Slope Key Slope
Chrom. 5 Mean HCDF Std
Zero Cross Flatness Entropy Slope
Inharmonicity Std Roughness Spread
Regularity Skewness Spread Std

cial neural network training, may reject the corre-
lated features by adjusting the inner weights of the
representative nodes, other algorithms, like regres-
sions, are quite sensitive in the feature correlation
subject. Therefore, in order to evaluate the feature
dependencies and correlations, a Principal Compo-
nent Analysis (PCA) was conducted, before proceed-
ing in training and classification experiments. This
revealed that correlations appeared in low-ranking
features which, consequently, had to be excluded
while forming the final salient feature set for the clas-
sification step. In addition, the most useful result,
obtained from PCA, refers to the revealed ranking
order of 27. Therefore, the final feature vector that

has been formulated, taking also into consideration
the ranking order of the evaluation algorithms, is
presented in Table 6.

For the classification task, three different training
algorithms were employed, namely Artificial Neural
Systems (ANS), Logistic Regressions and Sequential
Minimal Optimization (SMO).

ANS network topology included two sigmoid hid-
den layers and a linear output layer, providing the
capability of achieving the formulation of efficient
generalization rules and conclusions [13, 14, 15, 16].
Logistic Regression was used due to its ability of
structuring a non-linear regression model that re-
lates the classification decision to the output prob-
ability result [17] and SMO as an iterative Support
Vector Machine technique. The construction of the
classification models with the used algorithms im-
plemented using the k-fold validation technique, i.e.
for k iterations, the whole set of instances divided
in k subsets, and using k-1 subsets for training pur-
poses and the remaining set for testing the developed
model [13, 14].

Since the total number of the audio dataset is 41
(prime number), the selected number of folds were
k = 7 and k = 3 which are the nearest integer multi-
ples of 42. The 7-fold validation offers the balanced
division of the input instances (6 × 7 = 42) while
3-fold validation favors the generalization potentials
of the classification scheme with limited number of
iterations. Finally, 41-fold validation (Leave-One-
Out/One-Out technique) was employed, in order to
utilize the maximum number of input samples in the
process of developing the classification model.

Accuracy evaluation for the used algorithms was
performed using Performance/Recognition Rating
(PR). This is defined as the ratio, in percentage,
of the number of correctly classified instances (Ncc)
to the total number of input instances (N) and is
calculated as shown in Equation 1 [13].

PR =
Ncc

N
× 100 (1)

Also, the partial recognition rate in each class
(PRci) was measured. It is defined as the ratio,
in percentage, of the number of correctly classified
instances in class i (Ncci) to the total number of in-
stances assigned in the respective class (Nc) and is
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Table 6: The final features used in machine learning tests

No. Feature No. Feature
1 HCDF Flatness 2 Novelty Std
3 Entropy Std 4 Roll Off Std
5 Regularity Slope 6 Chromagram 4 Mean
7 Attack Time Slope 8 Beat Spectrum Skewness
9 Chromagram 2 Flatness 10 Beat Spectrum Slope
11 Zero Cross Mean 12 Mode Slope
13 Brightness Spread 14 Brightness Centroid
15 Chromagram 1 Slope 16 Beat Spectrum Mean
17 Centroid Std 18 Chromagram 7 Centroid
19 Chromagram 8 Slope 20 Zero Cross Slope
21 Chromagram 3 Mean 22 Chromagram 2 Centroid
23 Chromagram 10 Centroid 24 Chromagram 1 Std
25 Zero Cross Spread 26 Regularity Centroid
27 Chromagram 4 Flatness 28 Chromagram 9 Mean

defined in Equation 2 [13]. PR and PRci are derived
from the confusion matrices at the end of classifica-
tion process [13].

PR =
Ncci

Nci
× 100 (2)

4. RESULTS & DISCUSSION
A summary of the listening and the machine learning
test results is shown in Table 7 and 8 respectively.
A prominent result is that the subjective listening
evaluation performed worse than machine learning.
Participants’ scores are lower than the classification
algorithms outcomes for both FMC manifestations
considered in this work. In addition, human anno-
tation presented an inability in correctly classifying
sounds to the “Switch OFF” FMC. Regarding the
“Switch ON” category, the highest score was ob-
served in the second group of subjects with a value
of 61, 57 %. Also, both groups seem to correctly clas-
sify the data set with an overall accuracy percentage
of 61, 42 %. In the case of the “Switch OFF” FMC
manifestation the corresponding overall rating was
below 50 % and the highest score was achieved by
the first group with a value of 51, 07 %.

The overall classification performance from ANS,
Logistic Regression and SMO algorithms was high
and varied from the lowest value of 85, 37 % with

Table 7: Classification accuracy for listening tests
according to sounds’ FMC manifestation

“Switch ON” “Switch OFF”
1st Group 61, 26 % 51, 07 %
2nd Group 61, 57 % 45, 98 %
Average 61, 42 % 48, 52 %

Logistic Regression to the highest value of 97, 56 %
when ANS was employed. It has to be noted that
ANS retain the comparative advantage in overall dis-
crimination rates, independent of the number of re-
spective input sets folds for each training algorithm.
SMO approached the classification performances of
ANS, while Logistic Regression decreased the over-
all discrimination rate below 90 % (except from the
One-Out technique). Since the One-Out validation
method is quite prone to overtrain the implemented
modules, the presented values are indicative for com-
parison purposes when all the available input set is
exploited for training the algorithms. Especially, for
the balanced 7-fold training and the generalized 3-
fold validation the ANS supremacy was quite obvi-
ous, with corresponding performances of 95, 12 %and
92, 68 %, and therefore, favoring the development of
generic classifiers based on ANS.

The partial efficiency of class “Switch OFF” reached
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Table 8: Machine learning tests results

ANS
N. of Folds PRoverall PRopen PRclose

3-fold 92, 68 % 92, 59 % 92, 86 %
7 fold 95, 12 % 92, 59 % 100 %
One-Out 97, 56 % 96, 30 % 100 %

Logistic Regression
3 fold 85, 37 % 85, 19 % 85, 71 %
7 fold 85, 37 % 85, 19 % 85, 71 %
One-Out 90, 24 % 92, 59 % 85, 71 %

SMO
3 fold 90, 24 % 88, 89 % 92, 86 %
7 fold 90, 24 % 96, 30 % 78, 57 %
One-Out 95, 12 % 96, 30 % 92, 86 %

100 % in ANS and the lowest value of 78, 57 % with
SMO algorithm, while Logistic Regression noted a
steady rate of 85, 71 %. The maximum and min-
imum partial discrimination rate of class “Switch
ON” was 96, 30 % for SMO algorithm (7-fold valida-
tion and One-Out technique) and 85, 19 % for Logis-
tic Regression respectively, while the corresponding
value for ANS was 92, 59 %. But when 3-fold vali-
dation was employed, in order to decrease the train-
ing iterations, ANS retained the best performance
of 92, 59 % for the class “Switch ON” compared to
the decreased discrimination rate of 88, 89 % of SMO
algorithm. Consequently, in all cases, supervised
training via ANS resulted in increased and more bal-
anced overall and partial classification performances,
promoting the construction of generic models for dis-
criminating open/close sounds.

5. CONCLUSIONS AND FUTURE WORK
In the present work an evaluation of the intuitive
conveyance of messages in HMI was performed.
Moreover, the key technical features involved in
this process were examined. To this aim, sounds
commonly used in consumer devices for “Switch
ON” and “Switch OFF” FMC manifestations were
recorded, processed and analyzed. Conveyance’s
evaluation was accomplished using listening tests
whereas the technical features involved were exam-
ined through extensive machine learning tests.

The high scores of the latter tests accuracy results
indicate that there are underlying patterns used in

developing sound motifs for FMC audio manifesta-
tion. Nevertheless, human participants exhibit an
inability to correctly classify them, especially when
it comes to the “Switch OFF” FMC. Despite this
result, the small difference in the classification ac-
curacy in the “Switch ON” FMC for both listeners’
groups can indicate that both developers of sounds
and listeners share a common perception for that
particular FMC audio manifestation, not affected by
listener’s prior experience. This is an interesting re-
sult that may initiate future investigations for mod-
eling this common sound design approaches followed
by developers.

On the other hand, regarding the “Switch OFF”
FMC category, the need for previous experience to-
wards successful classification seem to emerge, by
considering the accuracy difference of participants’
groups (5, 09 %). Nevertheless, the failure in correct
classification from human listeners’ indicate that fur-
ther investigation is needed. What has to be noted
is that the results of machine learning tests seem to
denote that sound developers use common motifs for
the “Switch OFF” FMC manifestation audio, allow-
ing an accuracy score from ANS up to 100 %. How-
ever, these motifs seem not to be perceived correctly
by listeners’.

Considering on one hand the not so wide data
set and, on the other hand, the low accuracy val-
ues for the “Switch OFF” FMC audio manifesta-
tion, further investigation of FMC messages’ con-
veyance through the audio channel seems to be
needed. Additionally, taking into account the dif-
ficulties emerged in gathering the audio data set
considered in this work, a joint research from man-
ufacturers and researchers could lead to an exten-
sive research potential for exploiting the phenom-
ena and mechanisms involved in auditory HMI. The
benefits from such a research could be the future
development of common patterns for messages con-
veyance, capable to be accurately perceived by hu-
mans, within a broad HMI context. In turn, this
could lead to a common audio communication code
for HMI through the sound channel. Finally, the
results of the present work can potentially lead to
an extended research on the technical characteris-
tics involved in intuitive and naturally occurred con-
veyance of auditory messages for HMI.
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